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EXERCICE 1

This exercice is intented to prove some convergence results of a given descent method with a line-
search strategy. First, let recall some notations : let f a given function C1 from Rn to R, such that

lim
||x||→+∞

f(x) = +∞. Denote by g the gradient function of f de�ned from Rn to Rn. Assume that g is
Lipschitz continous on Rn with a Lipschitz constant equal to L.

A descent method is a sequence (xk)k∈N de�ned from an arbitrary initial point x0 ∈ Rn with the
formula :

xk+1 = xk + tkdk

where dk is a descent direction (that is such (dk, g(xk)) < 0) and tk is the corresponding step size in
this direction obtained from a linesearch strategy.

Here the step size is given by the Curry rule : tk = 0 if g(xk) = 0, else :

tk = inf{t ≥ 0, h′k(t) = 0, hk(t) < hk(0)}

where for all t ≥ 0, hk(t) = f(xk + tdk).

1. Prove that the Curry rule is valid, that is tk exists for all k ≥ 0. Draw a picture to show the value of
this step size on a general example of a non-convex function.

2. The Z-condition is a stopping criterion for a given linesearch strategy and writes as :

f(xk+1) ≤ f(xk)− C||g(xk)||2 cos(θk)

for a given C > 0 independant of k and where

cos(θk) =
−(dk, g(xk))
||g(xk)||.||dk||

The objective here is to prove that the Curry step satis�es the Z-condition.

2 a) By using a Taylor-type equality, prove that for all t ∈ [0, tk]

h(tk) ≤ h(t) ≤ h(0) + t(dk, g(xk)) + t2L
||dk||2

2
(1)

2b) Find the value of t, called tmin where the right hand side of the inequality (1) is minimal.



2c) Prove that
0 ≤ (dk, g(xk)) + tkL||dk||2

and deduce that
f(xk+1) ≤ f(xk)− (dk, g(xk))2

2L||dk||2

2c) Conclude.

3. Prove that the Z-condition implies that
+∞∑

k=1

||g(xk)||2 cos2(θk) < +∞

4. Assume that dk = g(xk). What can you say about the corresponding descent method with the Curry
step ?

EXERCICE 2

Particle Swarm Optimization is an evolutionnary algorithm which make evolve a population (called
swarm) of elements in Rn (called particles) by adapting their velocity to the group in order to �nd the
minimum of a given function J : Rn → R. For 1 ≤ i ≤ Npop and at a given generation called gen,
denote :

(i) xi : the current position of the i-th particle in the population,

(ii) vi the velocity of the i-th particle,

(iii) pi : the best position found by the i-th particle so far (that is where J is minimal),

(iv) pg : the best position found by the swarm so far.

The swarm is randomly initialized. Then, to pass form generation gen to genetation gen+1, the following
operation is made

vi := wvi + c1φ1 ⊗ (pi − xi) + c2φ2 ⊗ (pg − xi)

and xi := xi + vi where φ1 and φ2 are two random vectors uniformly chosen in [0, 1]n. The positive
parameters w, c1 and c2 are respectively called inertia weight and acceleration coe�cients. The symbol
⊗ denotes a point-wise vector multiplication. A maximal speed Vmax for any particle of the swarm is
also imposed.

1. Use Scilab to program the PSO algorithm described above.

2. Apply the PSO algorithm to the very simple example of 2 particles and n = 1, J(x) = x2, and with
w = c1 = c2 = 0.7. Draw the corresponding trajectory of the particles on the parabola.

3. Apply the PSO algorithm to the more complex example of the Rastrigin function on [−5, 5]2 that is
J(x1, x2) =

∑2
i=1(x

2
i − cos(2πxi)) + 2 and with 10 particles. What are your main observations on the

convergence of the algorithm?


