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Multidisciplinary optimization and industrial applications

Short course on Multidisciplinary optimization and
industrial applications

Optimisation - Introductory Examples

Prof MZ Dauhoo and Prof L Dumas

1 Optimisation

1.1 Unconstrained Optimisation

Let (x0, y0) be a critical point of a function, f which is twice continuously differentiable in
R2. The nature of the critical point can be determined as follows:

det(Hf (x0, y0)) ∂xxf (x0, y0) Nature of (x0, y0)
+ + minimum
+ − maximum
− saddle point
0 no conlcusion

1.2 Constrained Optimisation

We are looking for the extrema of the function f(x, y) under the constraint g(x, y) = k. This
means that we are looking for the extrema of f(x, y) when the point (x, y) belongs to the
contour line g(x, y) = k. In Figure (1.2), we see this curve as well as several contour lines of
f . These have the equation f(x, y) = c for c = 7, 8, 9, 10, 11.
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Optimise f(x, y) under the condition g(x, y) = k means to find the largest (or smallest) value
of c such that the contour line f(x, y) = c intersects the curve g(x, y) = k.

For this to take place, the two curves must have the same tangent line. This means that the
gradients are parallel, that is, there exists λ ∈ R such that ∇f(x0, y0) = λ∇g(x0, y0), where
λ is the LAGRANGE multiplier.

Optimise f(x, y) under the constraint g(x, y).

We construct the Lagrangian as follows:

L(x, y, λ) = f(x, y)− λg(x, y),where λ is the Lagrange multiplier.

For the function f to exhibit extremum, we require ∇L = 0.

∇L =



∂L
∂x

∂L
∂y

∂L
∂λ


=

 0
0
0

 (1)

Solving the above system, we get (x0, y0, λ0) as the critical point.

In order to determine the nature of the critical point, we calculate the Hessian of
the Lagrangian and determinine its nature as follows:

Let (x0, y0, λ0) be a critical point of a function, f which is twice continuously differ-
entiable in R2. The nature of the critical point can be determined as follows:

det(HL (x0, y0, λ0)) ∂xxL (x0, y0, λ0) Nature of (x0, y0, λ0)
+ + minimum
+ − maximum
≤ 0 no conlcusion
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Example 1:

Find the extrema and the corresponding nature of the function f(x, y) = 5x2 + 6y2 − xy
under the constraint x+ 2y = 24.

Figure 1: Sketch of the function f(x, y) and the constraint.

We construct the Lagrangian as follows:

L(x, y, λ) = f(x, y)− λg(x, y),

= 5x2 + 6y2 − xy − λ(x+ 2y − 24).
(2)

For the function f to exhibit extremum, we require ∇L = 0.

∇L =



∂L
∂x

∂L
∂y

∂L
∂λ


=

 10x− y − λ
12y − x− 2λ
−x− 2y + 24

 =

 0
0
0

 (3)

Solving the above system, we get

x = 6, y = 9 and λ = +51.

In order to determine the nature of the critical point, we calculate the Hessian of the La-
grangian as follows:

HL (x, y) =


∂2L
∂x2

∂2L
∂x∂y

∂2L
∂x∂y

∂2L
∂y2

 =

 10 −1

−1 12

 (4)

Since det(HL (x, y)) = 119 > 0 and
∂2L
∂x2

= 10 > 0, therefore the critical point (6, 9) is a

minimum.

3


